Is the BGP Sky
Falling?



Conventional BGP Wisdom

IAB Workshop on Inter-Domain routing in
October 2006 — RFC 4984

“routing scalability is the most
important problem facing the
Internet today and must be solved”
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BGP Projections

Use IPv4 BGP table size data to generate a 4
yvear projection of the IPv4 routing table size
— smooth data using a sliding window average

— take first order differential

— generate linear model using least squares best fit
— integrate to produce a quadratic data model



BGP Table Size

IPv4 Table Size -
60 months data window
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Daily Growth Rates
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Daily change in BGP Table Size

Daily Growth Rates
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BGP Table Size

IPv4 Table Size
Quadratic Growth Model

300000

280000

260000

240000

220000

200000

180000

160000

140000

120000

2006 2007 2008 2009

Date



IPv4 Table Size Quadratic Growth
Model - Projection
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BGP Table Size Predictions

May 2009 285,000 entries
12 months 335,000 entries
24 months 388,000 entries

36 months™ 447,000 entries
48 months™ 512,000 entries

* These numbers are dubious due to IPv4 address exhaustion
pressures. It is possible that the number will be larger than
the values predicted by this model.



Back in 2006 ...

* This modeling work on the BGP table size was
performed at the end of 2005 to generate a 3
and 5 year projection



RIB Size
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BGP Table Size Predictions

May 2009

12 mont
24 mont
36 mont
48 mont

NS
NS
Ns*

Ns*

285,000 entries (2006: 275,000)

335,000 entries
388,000 entries (2006: 370,000)
447,000 entries
512,000 entries

* These numbers are dubious due to IPv4 address exhaustion
pressures. It is possible that the number will be larger than
the values predicted by this model.



Is this a Problem?



BGP Scaling and Table Size

* Aslong as growth rates stay within the general
parameters of Moore’s Law the unit cost of
the routing function should not escalate
— assuming that Moore’s law continues to hold

— and assuming that routing table growth is driven
by similar factors as in the recent past



Projections against Moore's
Law

1.2e+06 T T T T T T T T
1e+06 |-
800000 |- )
Moore’s Law
9
E
L
< 600000 |
=
[aW
@)
m
400000
Model Projection
200000 —
0 | | | | | | | |
2004 2005 2006 2007 2008 2009 2010 2011 2012 2013

Date



BGP Scaling and Stability

* |sit the size of the RIB or the level of dynamic
update and routing stability that is the
concern here?

* So lets look at update trends in BGP...



Daily Announce and Withdrawal
Rates
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Daily BGP Updates
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Best Fit to Updates
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Daily BGP Update Count

BGP Updates -

Extended Data Set
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BGP Updates -
Extended Data Set
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BGP Update Projection
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Dalily Withdrawals
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BGP Withdrawal Projection




Why is this?

 Why are the levels of growth in BGP updates
not proportional to the size of the routing
table?

— growth rates of BGP updates appear to be far

smaller than the growth rate of the routing space
itself



Convergence in BGP

 BGP is a distance vector protocol

* This implies that BGP may send a humber of
updates in a tight “cluster” before converging
to the “best” path

* This is clearly evident in withdrawals and
convergence to (longer) secondary paths



For Example

Withdrawal at source at 08:00:00 03-Apr of 84.205.77.0/24 at MSK-IX, as observed at AS 2.0
Announced AS Path: <4777 2497 9002 12654>

Received update sequence:

08:02:22 03-Apr+ <4777 2516 3549 3327 12976 20483 31323 12654>

08:02:51 03-Apr + <4777 2497 3549 3327 12976 20483 39792 8359 12654>

08:03:52 03-Apr+ <4777 2516 3549 3327 12976 20483 39792 6939 16150 8359 12654>
08:04:28 03-Apr+ <4777 2516 1239 3549 3327 12976 20483 39792 6939 16150 8359 12654>
08:04:52 03-Apr- <4777 2516 1239 3549 3327 12976 20483 39792 6939 16150 8359 12654>

1 withdrawal at source generated a convergence sequence of 5 events, spanning 150 seconds



Measurement Approach for
stability behaviour

* Group all updates into “convergence sequences”
using a stability timer of 130 seconds

— A prefix is “stable” if no updates or withdrawals for
that prefix are received in a 130 second interval

— A “convergence sequence” is a series of updates and
withdrawals that are spaced within 130 seconds or
each other

* Remove all isolated single update events
(generally related to local BGP session reset)



Number of Convergence Sequences per Day

otability Trends

Number of “Convergence Sequences” per day for 2008
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S>tability Trends

The trend average number of prefixes that
generated convergence sequences dropped from
29,156 to 26,835, or a drop of 8% over the year

The BGP RIB grew by 17% (245,000 to 286,000)

The relative occurrence of instability dropped by
a 27% over the year (11.9% to 9.3%)

BGP was trending to greater stability in relative
terms over 2008



S>tability Trends

* |s that’s the case why isn’t the number of BGP
updates and withdrawals decreasing over
time?



Average Convergence Time

Average Number of Seconds to Converge

100 T T T T T T T T T T
+
90 + _
L “ L
G u + oy
+ ++ +
R +
80 |- + Lt o+ + .
+
oA %ﬁ-‘k ey + * + " T
w7 + + L +
Y + P + 4 + + ++
i+ +
+ o+ % T
+
70 =+
+ . &+
+
60
50 I I I 4 | I I I I I |
Jan-08  Feb-08 Mar-08 Apr-08 May-08 Jun-08  Jul-08  Aug-08 Sep-08 Oct-08 Nov-08 Dec-08  Jan-09

Date



Average Convergence Updates

Average Count of Updates to Convergence
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Convergence Trends

* In 9 months the average time to converge
increased by 9% (65.8 seconds to 71.2

seconds) or an annual rate of 12%

* The number up BGP updates increased by 5%
(2.46 to 2.59 updates) or an annual rate of
6.9%



Convergence Trends

* Fewer instability events, taking slightly longer
to converge and slightly more updates to
reach convergence

* |sthe a general trend, or a case of a skewed
distribution driving the average values?



Convergence Distribution
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Default 27 -30 second MRAI timer is the major factor here



Convergence Distribution

Convergence Update Length Distribution
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Number of updates to reach convergence has exponential
decay in the distribution. Does this correlate to the distribution
of AS path lengths in the routing table?



Convergence Distribution

Path Length vs Update to Convergence Relative Distributions
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Observations

* There is a plausible correlation between AS Path
Length Distribution and Convergence Update
Distribution for counts <= 13

* This is a possible indication that the number of
updates to reach convergence and the time to
reach convergence is related to AS Path Length
for most (99.84%) of all instability events

* Other events are related to longer term
instability that may have causes beyond
conventional protocol behaviour of BGP



Average AS Path Length is
long term stable
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What is going on?

The convergence instability factor for a distance vector protocol like
BGP is related to the AS path length, and average AS Path length has
remained steady in the Internet for some years

Taking MRAI factors into account, the number of received Path
Exploration Updates in advance of a withdrawal is related to the
propagation time of the withdrawal message. This is approximately
related to the average AS path length

Today’s Internet is more densely interconnected, but is not any
more “stringier”

This implies that the number of protocol path exploration transitions
leading to a prefix withdrawal should be relatively stable over time



What is going on?

But that’s not exactly what we see in the data

The average duration and number of updates per instability
“event” appears to be slowly increasing over time

Why?



The update distribution of
BGP is heavily skewed
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What is going on?

* Asignificant component of dynamic BGP load is not
an artifact of the larger routing space, but a case of
relatively intense levels of BGP path manipulation at
or close to origin for TE purposes from a very small
subset of origin AS’s at the “edge” of the network

— the dominant factor behind what is being measured in

updates is not implicitly related to network component
stability, but more likely to be related to path manipulation
associated with TE



some Closing Opinions

 The BGP sky is not falling

The 2008 BGP data appears to indicate that the prospects of the
imminent death of BGP through routing table inflation appear to be
vastly exaggerated

* The inflation rate of the routing table remains well under Moore’s law
* The rate of increase of processed updates is minimal
* The stability of the network is improving over time

— The network is, on the whole, very stable and BGP is not under
immediate stress in terms of scaling pressures



Thank You



