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The mainstream
telecommunications
industry has &
rich history

..0f making very poor
technology guesses

and regularly being
taken by
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S50, how are we
going with the
IPv4d to 1IPvé6

transition?
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RIR Address Pool(/8s)

success-Disaster

RIR IPv4 Address Run-Down Model
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success-Disaster
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The Original IPv6 Plan
¢. 1996
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The Revised IPv6 Plan
c. 200b
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We were meant to have completed the
transition to IPvée BEFORE we

completely exhausted +the supply
channels of IPv4 addresses!



Today's Plan
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Transition ...

The downside of an end-to-end
architecture:



Transition ...

The downside of an end-to-end
architecture:

Twere s no backwards compatibilidy across grotocol families
A \/6—0«\\7 Wost connod commwunicate \with o \/U‘—o«\\7 Wost
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Transition ...

We have been forced to undertake s "Dual
Stack" transition:

Provision the entice nedvork vt bodw 1PVH AND \Py6

[ D\JO\\‘ Jtack Wosts con{gure e hosts applications Yo
prefer \PV6 Yo VR

When dwe deallic volumes of \PVH aviwnale do ‘ms\g«\‘\Q cond
levels, dwen Ws fossible Yo shut down suppord {or \PVH
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We did not appreciate the operational problems with this
dual stack plan while it was just a paper exercise



Dual Stack Transition ...

We did not appreciate the operational problems with this
dual stack plan while it was just a paper exercise

Twe combination oé‘ Q‘S\ év\g Wost Qre? erence for \PVE ana a
Avsconnected set o) \PVO islands creaded operational froblewas

— Protocol (allover” {rom \Pyv6 Yo \PVH Yakes bedwcen 19 ana 108 seconas
defendng on the oferating systew condtiguration

— Twis s unaccegtably slow

AHewmpting Yo “briage’ the slands w\-\»%{%:%‘m—\?v% duanels

created a wew collechion ol \PV6 patw \scovery oferational

(&ro‘o\ev:«\} ' '
- 1w 4 ‘ loyed wedwo N Tawn | Vilders dnad
b\oce\:eq\?rg ora?s v;\@ “KJ\EQ&O?V\QC\\)gshg o\ré‘/?aé) }Dgg\ri\e? (—\\—oor Vf\g e

AHewpls Yo use ena-host \PVE Yunncling also presends operational
Problems

— Wiespread use of grotocol 41 (\P-1n-1P) (irevall (lders

— Padn MTU problems



Dusal Stack Transition

oignal to the ISPs:

— Deploy IPv6 and expose your users to operational
problems in IPv6 connectivity

Or

— Delay IPv6 deployment and wait for these operational
issues to be solved by someone else

SO we wait...



And while we wait...

The Internet continues its growth

And without an abundant supply of IPv4
addresses to support this level of
growth then the industry is
increasingly reliant on NATs:

- Eage NATs are now dwe aellacto c\«\o\éep%r

res\dew\\o\\ broadband Seevices ad dwe

— ‘29 I‘ are now twe delacto cwoice {or
’5 aNna 6

wobile \P services



NATTing the Net

In 2012:
— Twe R\Rs wade 35471 allocations 4o LR,
allocatng a dotal of 114M \PVH addresses
— Twe rovting dable grew by 120M addresses

— Twe \QC wost survey¥ ndicates a growth ol
60‘4 V‘\S‘\\D\Q \I\OS‘\S

-60T

* w2012 Apple sola 1IOM ‘Puones ana 60M \Pads ana ney
have 0+ warked share 3lokally

* Twis wplies dnad some BE0M wiobkile devices were sola w
e lasd 12 wondns

— It appears that the NATTed Internet grew by
~5b0M devices in the last 12 months!

* http://www.isc.org/solutions/survey



The Anstomy of NATs

NAT

“‘\v\-\er\or”

Prwvate Address Jgace

Source address (private)
Destination address
Source port (private)
Destination port

E wierior

Tra

;Jsj_a_tjp_nz;rable
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Source address (private)
Destination address
Source port (private)
Destination port

\_

Public Aaaress Opace

?

Source address (public)
Destination address
Source port (public)
Destination port

Source address (public)
Destination address
Source port (public)
Destination port




The Anstomy of NATs

Translation Table:

Interior Exterior
Binding Time | Protocol Address/Port /Address/Port

[T N\

Tumee  TCP or UDP  MWegior WP addrest g yoripe 1P agaress
2 " and Por} aumber




Design Parameters

TCP UDP
O(’eyx NAT B nang ‘ OQQA NAT B nang
— \wderior DN — \wnerior facked
Access NAT wnawng * Access NAT & wnawngy
- Pywweteic (sawme exterior - Pywweteic (sawme ewterior
\V address, same exderior \V qddress, saome exderior
(Sorfs Qorﬁ
Relecase NAT & WAWY! — Full cone (omj exderior \P
— ‘\nieror ST AAACCSY, any exierior eor-ﬂ?
— \weror FAN? - (Les-\r.\c-\ep\ cone (same
— Ederior FAN? ew\er‘\or \% %a?aress, any
exderior ford )
— Exderior LIT? — Pori-resdricded code (an
— Twmer? exterior \ AACCYY, Sawae
exderior (Sor:\?

* Release NAT 6 naing
- T‘\\N\Qr?
Port Control Protocols

- QTUN/TURN
* PCP celay of UPaP ana NAT-PMP



Design Parameters

« Different NATs make different choices in these design
parameters

e Applications then have to "discover" the particular

behavioral type in order to perform non-trivial
operations

« This adds delay, complexity and fragility to the
service model of the network



2 Party NATs
ARA Subscriber-Based NATs

Relievea Pressvre Cor \PVYH Sface

S «\eqr\7 everywhere

i

‘\PVL\ ‘\PVL‘
192.163.0.0/2.4 G \obally Un\que Address



3 Party NATs
AKA Carrier Grade NAT

Adds a wew non-unique realwm w dwe Carrier

Adds wore complexity but “slows” runout

/ PV Prvate Sgace
100.0/3 /
PV Prvate Space
192.168.0.0/2.4
WPyt
G lobally Un\que Address




some Multi-NAT Issues

oo 8o

What s dhe aggregate NAT binding behavior as seen by an
Q(‘(’\\CQ*\O\A?

How can an application “discover” Iwis agyregate  bindwng
behaviour?

Can an application determine how wany NATs (ana of what
dyte) are w s dada padn?

Does dwe carrier need a wew frivade address space dwad s

ashnct From RECT1AB adaress s(&qce?

Howt does howme-to-howe work w s wode\?

Does s wiodel become wore complex with D NATS ' series?



How Good Are NATs?

3-party rendezvous:

A knows about B and C

« A tells B to contact C
Teredo is a good example hers:

IPv4 Network

Restricted
NAT

Teredo Client

IPv6 host

RELAY

. @

TEREDO

SERVER IPv6 Network

1. Teredo ICMPvE Echo Request from Teredo Client to Server
2. Forwarded IMCPv6 Echo Request from Server to Host

3. IMCPv6 Echo Reply from Hostto Relay

4. Teredo hubble from Relay to Server

5. Teredo bubble from Server to Client

6. Teredo bubble from Client to Relay

7. Forwarded Teredo ICMPv6 Echo Reply from Relay to Client
8. Initial packet Teredo-tunnelled from Client to Relay

9. Forwarded initial packet from Relay to host




NAT Failure

How well do NATs perform in
supporting an application performing
a J3-party rendezvous?

— One way Yo weasure s s do dest a
COWAWAOWN '5—(30&-\7 rende2vous afplication across
a large numwber of cliends

— Vo0 we weasured W

— And we wiere preddy surprised
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It's NAT Traversal Fsilure

Teredo failure is around 35% of all connection attempts
- O‘D\I‘\OUS\\/, EUNTSINN \)V\QCCQ(“‘O\\D\\/ \Mg\f\\

— Twis s unlikely 4o be local (derng effects gven dwad Teredo
presends Yo dwe local NAT as conventional 1PV UDP packeds

— More likely s dne {aillure of ine Tereao protocol o correctly
Wbdenhly e behaviour wiode of dne local NAT aevice

— Twe \CMP Qallure rade comes {rom e lmided auwber of UDP
NAT draversal wodels used by the Teredo Wandshake protocol v
e varance of DDP NAT deaversal wodels used w wehvorks

- Twe SN f{allure rade s a result of dwe Teredo prodocol waking
weorrect assumptions about e NAT s bewaviour



Working with Failure

A 35% connection failure is unworkable is
almost all circumstances

B vt one farticular agplication can twrive w dwis eavicoament — B
Torrend

- The wassive redundancy of e dada set across wulkiple sources
reduces the seasihividy of wdiwidval session {ailures

Al odner protocols {all under such adverse conditions



CGN Deployment

What's the likely outcome of
widespread CGN deployment on
today's Internet?

- Ws TCP OOP or (alure!

- Ws swmple cliend-server 2-gardy rendezvous or {ailure!

— Ws nehwork fadn sywwedry, or {ailure!

Really simple transactions in a restricted
application environment will still function,
but not much else can be assumed to work



What's the New New Plan?

- If NATs make the network complex and
fragile,

* And the IPv6 deployment program
continued to proceed at a geological
pace,

* Then what are we going to do to make
the Internet work for the next b

years of growth?

And don 4 say "SDN
Or “O(Sevx‘:\ow”



What's the New New Plan?

How can we pull the Internet though a
middleware dense environment for the next 5
years?

— Whad application wodels are robust W a C G N-asense
world

— How a0 CGNs break?
— How variable are CGNs?

— Whad will agplications nweed o cope witw?



What would help

* Can e eerQ orwm wide scale wieasurewends of
NAT cobustnessy?

* s dnere wprovewends thad can be \earned
Ceowm Yeshing?

° \'\ov\?



And what would not

Wwachion



