IPve Operational Issues
(with DNS)

G eoll Huston



IETF Best Current Practice -
BCP 91

RFC3901 — September 2004 “DNS IPv6 Transport Operational Guidelines”:

* Every recursive name server SHOULD be either IPv4-only or dual stack
* Every DNS zone SHOULD be served by at least one IPv4-reachable name server
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Proposed: 3901bis

Current IETF draft proposed to update RFC3901 by saying:
e |t is RECOMMENDED that are least two NS for a zone are dual stack name
servers

* Every authoritative DNS zone SHOULD be served by at least one IPv6-
reachable authoritative name server

)
Wheh Sa\/ln% oS on ITPv6 OPero:’rlono\\ %M(Xe\lr\e a“rkv\e Yo Yoke TPV Serlou\s\\/ and NOT Sa\/ln%
Yhot Servers need Yo eep TPV oaround— hich i \(xr’%e\y Yhe oPPos'rb of Yhe advice n RFC

9!



The assumption behind 3901bis

* That IPv6 is now a mature and well understood technology, and using
IPv6 as the transport for the DNS is as efficient and as fast as using
IPv4 -
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IPv6 and the DNS

How well is IPv6 supported in the DNS?

1. How does the DNS handle dual-stacked authoritative servers?
* Is there a “happy eyeballs” version of DNS server selection?
 Oristhere areverse bias to use IPv4?

2. If you placed authoritative servers on an IPv6-only service how
many users would be able to reach you?

3. And what about DNSSEC?
 How well does IPv6 support large UDP packets?



Dual Stack and the DNS

A “happy eyeballs*” DNS approach would be
to prefer to use the IPv6 address of the
authoritative server in preference to the IPv4
address

A “reverse bias” DNS approach would be to
prefer to use the IPv4 address

Data collected Dec 23 —Jan 24 using 445M
individual measurements

% of user measurements
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Dual Stack DNS

A “happy eyeballs” DNS approach
would be to prefer to use the IPv6
address of the authoritative server in
preference to the IPv4 address and
follow this initial query with a IPv4
qguery soon after

We just don’t observe a visible bias to
this “IPv6 First” approach
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Dual Stack DNS

Delay between first 2 Queries
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Dual Stack DNS

How well is IPv6 supported in the DNS?

1. How does the DNS handle dual-stacked authoritative servers?
* Is there a “happy eyeballs” version of DNS server selection? N\
* Oris there a reverse bias to use IPv4? Pro\bq\b\7\



Dual Stack DNS

How well is IPv6 supported in the DNS?

2. If you placed authoritative servers on an IPv6-only service how
many users would be able to reach you?



Dual Stack vs 1IPv6 only DNS
WPv6 Only Tesd

In this case the authoritative name server only
has an IPv6 address

Of all the clients that are presented with an
experiment (51M over 5 days) 65% of names
are seen asking for the experiment name if the
DNS server is reachable over IPv6 only
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Dual Stack DNS
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3. And what about DNSSEC?
 How well does IPv6 support large UDP packets?



Who uses large DNS packets

anyway?
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Who uses large DNS packets
anywav?

Distribution of Response Sizes
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Is this a problem for today's
IPve Internet?

* Can we measure the extent to which users might be affected with this
scenario of large DNS responses, DNS resolvers and IPv6?
Yes!

By sending large (>1500 octet) responses in the DNS and obeying the query’s
EDNS buffer size and fragmenting or truncating as determined by the query



V6, the DNS and Fragmented UDP

Total number of tests (DNS over UDP over IPv6): 32,951,595
Failure Rate in receiving a large response: 18,557,838

IPv6 Fragmentation Failure Rate: 56%

Data gathered 20 Dec 2023 -9 Jan 2024
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Dual Stack DNS

How well is IPv6 supported in the DNS?

1. How does the DNS handle dual-stacked authoritative servers?
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What should we do about this?



What can we do about it?

Fix it!

Get all the deployed routers, switches and firewalls and related
network middleware to accept packets with IPv6 Fragmentation
Headers




What can we do sabout it?

Change it!

Change application behaviour to avoid the use of packet
fragmentation completely




What do the RFC's say?



What do the RFC's say?

Internet Engineering Task Force (IETF) L. Eggert
Request for Comments: 8085 NetApp
BCP: 145 G. Fairhurst
Obsoletes: 5405 University of Aberdeen
Category: Best Current Practice G. Shepherd
ISSN: 2070-1721 Cisco Systems

March 2017

UDP Usage Guidelines
Abstract

The User Datagram Protocol (UDP) provides a minimal message-passing
transport that has no inherent congestion control mechanisms. This
document provides guidelines on the use of UDP for the designers of
applications, tunnels, and other protocols that use UDP. Congestion
control guidelines are a primary focus, but the document also
provides guidance on other topics, including message sizes,
reliability, checksums, middlebox traversal, the use of Explicit
Congestion Notification (ECN), Differentiated Services Code Points



What do the RFC's say?

Applications that do not follow the recommendation to do PMTU/PLPMTUD
discovery SHOULD still avoid sending UDP datagrams that would result
in IP packets that exceed the path MTU. Because the actual path MTU
is unknown, such applications SHOULD fall back to sending messages
that are shorter than the default effective MTU for sending (EMTU_S
in [RFC1122]). For IPv4, EMTU_S is the smaller of 576 bytes and the
first-hop MTU [RFC1122]. For IPv6, EMTU_S is 1280 bytes [RFC2460].



What do the RFC's say?

DON'T FRAGMENT!
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Truncate and failover to TCP

e Use an EDNS Buffer Size in queries to ensure that IPv6 responses are
never fragmented

* Large responses will be truncated

* The truncation should trigger the querier to perform an immediate
followup of the same query, using TCP

* Which means that we are probably looking at working around the
problem by changing the configuration of DNS queries and use an
EDNS buffer size of 1232 octets

\ See https://dnsflagday.net/2020/



Is the DNS ready for IPvo-
only?
Nod yed!



Twanks!



